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I. Statement of Inquiry

1. I was asked to evaluate the expert report of Matthew Braynard dated November 20, 2020, and to determine whether the claims made therein and the related data collection supporting them meet scientific standards for reliability and accuracy in my fields of research, which include survey research and design, data science, and election analysis.

II. Summary

2. Matthew Braynard’s report makes six Claims:

   (1) 18.39 percent of registered voters of Georgia who were sent but did not return absentee ballots did not request absentee ballots;

   (2) 33.29 percent of voters who were sent absentee ballots but were not recorded as having returned absentee ballots stated that they did mail their ballots back;

   (3) 1.53 percent of registered voters of Georgia who changed addresses before the election and were recorded as having voted stated that they did not cast a vote;

   (4) 20,312 absentee voters were not residents of the State of Georgia when they voted, and

   (5) 1,043 early and absentee ballots were cast by people who were registered at post office box addresses; and

   (6) 234 Georgians voted in multiple states.

3. None of these claims meets scientific standards of my fields of research, including survey research, political science, statistics and data sciences. There is no scientific basis for drawing any inferences or conclusions from the data presented. None of the estimates are presented with statistical measures that meet standards for evaluating evidence.
4. Each of the claims is couched with the phrase “to a reasonable degree of scientific certainty.” This phrase is meaningless in scientific journals and disciplines. The National Institute of Standards and Technology has warned against use of such a phrase by experts in legal proceedings and concluded that “the term ‘reasonable degree of scientific [or discipline] certainty’ has no place in the judicial process.” It has no place in the scientific research process.

5. The survey on which Claims (1) and (2) are based is riddled with errors and biases that render it invalid for purposes of drawing inferences about the quantities at issue here. There are data errors in the topline summaries of the survey data and obvious errors in the design of the survey that produced the results. Specifically, individuals who may not have been the correct person were allowed to answer the survey. Further, registration-based surveys such as this rely on matching phone numbers to registration records, a process that is prone to error. The results observed by Mr. Braynard can easily be explained by mismatches of phone numbers to voter records in conducting the survey.

6. The survey used to support Claims (1) and (2) and the survey used to support Claim (3) have unacceptably low response rates, and no effort is made to correct for non-response bias. Less than one percent of people who were targeted for contact ultimately responded to these surveys. The report naively extrapolates from the data, assuming that the 99 percent of people who could not be contacted or who refused to participate are just like the 1 percent who did participate. In my professional experience, data with such low response rates are either not accepted as valid or must be proven to be representative and accurate before they are relied on to draw scientifically valid inferences and conclusions. The report provides no information about the descriptive
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1 “Topline” data generally represents a summary of the figures collected and relied upon in a survey or study.
characteristics of the sample or the population studied and provides no assessment of whether the data are in fact representative or accurate.

7. Claims (3), (4), and (6) are based on list matching. The list matching methodologies are not described adequately. The lack of a complete description of list matching methodology fails to meet scientific standards of transparency and data presentation. What little information is presented suggests that it is based on methodologies that have been debunked by statisticians and by the US Civil Rights Commission for producing large numbers of incorrect matches.

8. Claim (5) is based on analysis of addresses. This analysis does not meet scientific standards of my fields of research. The statistics that are presented reveal that there is no uniformity of coding and assessment and that the results are not reliable.

9. Claim (6) is asserted but there is no further information in Mr. Braynard’s report to support it beyond the claim.

III. Qualifications

10. I am the Frank G. Thompson Professor of Government in the Department of Government at Harvard University in Cambridge, MA. Formerly, I was an Assistant Professor at the University of California, Los Angeles, and I was Professor of Political Science at the Massachusetts Institute of Technology, where I held the Elting R. Morison Chair and served as Associate Head of the Department of Political Science. I am the Principal Investigator of the Cooperative Congressional Election Study (CCES), a survey research consortium of over 250 faculty and student researchers at more than 50 universities, directed the Caltech/MIT Voting Technology Project from its inception in 2000 through 2004, and served on the Board of Overseers of the American National Election Study from 1999 to 2013. I am a consultant to CBS News’
Election Night Decision Desk. I am a member of the American Academy of Arts and Sciences (inducted in 2007). My curriculum vitae is attached to this report as Appendix B.

11. I have worked as a consultant to the Brennan Center in the case of *McConnell v. FEC*, 540 U.S. 93 (2003). I have testified before the U.S. Senate Committee on Rules, the U.S. Senate Committee on Commerce, the U.S. House Committee on Science, Space, and Technology, the U.S. House Committee on House Administration, and the Congressional Black Caucus on matters of election administration in the United States. I filed an amicus brief with Professors Nathaniel Persily and Charles Stewart on behalf of neither party to the U.S. Supreme Court in the case of *Northwest Austin Municipal Utility District Number One v. Holder*, 557 U.S. 193 (2009) and an amicus brief with Professor Nathaniel Persily and others in the case of *Evenwel v. Abbott* 138 S.Ct. 1120 (2015). I have served as a testifying expert for the Gonzales intervenors in *State of Texas v. United States* before the U.S. District Court in the District of Columbia (No. 1:11-cv-01303); the Rodriguez plaintiffs in *Perez v. Perry*, before the U.S. District Court in the Western District of Texas (No. 5:11-cv-00360); for the San Antonio Water District intervenor in *LULAC v. Edwards Aquifer Authority* in the U.S. District Court for the Western District of Texas, San Antonio Division (No. 5:12cv620-OLG); for the Department of Justice in *State of Texas v. Holder*, before the U.S. District Court in the District of Columbia (No. 1:12-cv-00128); for the Guy plaintiffs in *Guy v. Miller* in U.S. District Court for Nevada (No. 11-OC-00042-1B); for the Florida Democratic Party in *In re Senate Joint Resolution of Legislative Apportionment* in the Florida Supreme Court (Nos. 2012-CA-412, 2012-CA-490); for the Romo plaintiffs in *Romo v. Detzner* in the Circuit Court of the Second Judicial Circuit in Florida (No. 2012 CA 412); for the Department of Justice in *Veasey v. Perry*, before the U.S. District Court for the Southern District of Texas, Corpus Christi Division (No. 2:13cv00193); for the Harris plaintiffs in *Harris v. 

compensated at the rate of $550 an hour. My compensation is not dependent on my conclusions in any way.

**IV. Sources**

13. I have relied on the expert report of Matthew Braynard in this case.

14. I have relied on the report of Dr. William Briggs in *King v. Whitmer* in the District Court in the Eastern District of Michigan (No. 2:20-cv-13134). The Topline Tables appended to Dr. Briggs’ report provide information on the response rates, design and implementation of, and responses to the surveys used in Claims (1) and (2) of Matthew Braynard’s report. This information was not disclosed in Mr. Braynard’s report in this case.

15. I have relied on the Election Assistance Commission, “Election Administration and Voting Survey (EAVS) for 2018: [https://www.eac.gov/research-and-data/studies-and-reports](https://www.eac.gov/research-and-data/studies-and-reports). I present data from 2018 because it is the most recent federal election for which data on absentee and permanent absentee voting is available. The 2018 data are instructive about the magnitude of permanent absentee voters and of the magnitude of unreturned, late, rejected, and spoiled absentee ballots. The 2020 data are not yet reported.

**V. Findings**

16. Matthew Braynard’s report makes six Claims:

   (1) 18.39 percent of registered voters of Georgia who were sent absentee but did not return absentee ballots did not request absentee ballots;

   (2) 33.29 percent of voters who were sent absentee ballots but were not recorded as having returned absentee ballots stated that they did mail their ballots back;
(3) 1.53 percent of registered voters of Georgia who changed addresses before the election and were recorded as having voted stated that they did not cast a vote;

(4) 20,312 absentee voters were not residents of the State of Georgia when they voted;

(5) 1,043 early and absentee ballots were cast by people who were registered at post office box addresses; and

(6) 234 Georgians voted in multiple states.

17. There is no scientific basis for reaching any of these conclusions. Mr. Braynard prefaces each claim with the phrase “to a reasonable degree of scientific certainty,” a phrase that the National Institutes of Standards and Technology concludes has no scientific mean and which, as a journal editor, is not acceptable in the fields of survey research, data science, or political science. Mr. Braynard presents no standard errors or confidence intervals, which are necessary to gauge how informative estimates are.

18. The estimates in Claims (1), (2), and (3) are extrapolations to a population of 138,000 registered voters from a few hundred responses to surveys that have design flaws that make the survey unrepresentative of the population that is being studied.

19. The basic information about these surveys is never disclosed by Mr. Braynard, in violation of standards of transparency set by the American Association of Public Opinion Researchers. From what information I have found in the reports of Dr. William Briggs about one of the surveys, it is riddled with questionnaire design flaws and spreadsheet errors, indicative of quality control failures in the conduct of the survey, which render unreliable the calculation of any estimates using it.
20. The surveys have unacceptably high rates of non-response. In the state of Georgia the response rate to this survey was only 0.4 percent, meaning that of the entire set of people that Mr. Braynard set out to study 99.6 percent could not be reached or would not answer the survey.

19. An error in the branching of the survey questionnaire allows people who were not the person that the survey targeted to answer Question 2 (did you request an absentee ballot?). More people were improperly asked Question 2 (255) than responded that they did not return an absentee vote (128).

20. Claims (3), (4) and (6) are based on list matching and record linkage. There is no disclosure of the methods used, especially which fields are used. Recent studies have found millions of errors in list matching methodologies using first name, last name, and date of birth.

21. The design of the survey and the resulting claims fail to account for features of absentee voting and registration in Georgia. The surveys do not account for the fact that Georgia has “rollover” absentees, which allow people to sign up to have ballots sent to them without requesting them. According to estimates of the Georgia Office of the Secretary of State that were reported in the media, there were approximately 580,000 rollover ballots in 2020. That figure far exceeds the numbers “unrequested” absentees in Mr. Braynard’s report. The surveys do not separate rollover voters from other absentee voters. Moreover, many absentee ballots arrive late or are rejected for various reasons (e.g., lack of signatures). None of the Claims made by Mr. Braynard, then, are supported by the data or analyses or meet standards of scientific inference.

A. This report is not up to scientific standards of evidence.
   i. The report offers no conclusions based on scientifically accepted standards of evidence.

22. Scientific standards in survey research, statistics and data science, and political science, require that when researchers present statistics and estimates, such as Mr. Braynard does in each
of his claims, the estimates be accompanied by statistical measures of the researcher’s confidence or uncertainty about the estimates. Most frequently, researchers present a standard error, confidence interval, or margin of error. Such quantities are necessary for gauging how informative estimates are, and what inferences and conclusions may be drawn. Survey research is not accepted for publication without such information.

23. Mr. Braynard’s report offers no measures of statistical precision or uncertainty in association with any of the estimates presented in Claims 1, 2, 3, 4, 5, or 6. Without such quantities it is impossible to draw statistical inferences from data. And, without such measures of the amount of information in or uncertainty about estimates, the estimates are not accepted in scientific research journals and publications as scientific evidence.

ii. The report couches its conclusions as having “Reasonable Scientific Certainty,” which is meaningless in scientific research.

24. The only expression of a foundation for the conclusion for each of the six factual claims made in Braynard’s report is the following assertion: “it is my opinion, to a reasonable degree of scientific certainty.”

25. The expression “a reasonable degree of scientific certainty” is not a standard by which scientific inferences and conclusions are made. It is not used in any of the journals in which I have published, which includes the top journals in the fields of statistics, political science, and economics, or journals on whose editorial boards I have served or have served as an editor, including the Harvard Data Science Review and Public Opinion Quarterly.

26. The standard-setting bodies that provide guidance to researchers have concluded that “a reasonable degree of scientific certainty” should not be used to characterize scientifically drawn conclusions or inferences in a judicial setting. Researchers across all fields follow the guidance on the use of terminology from their own professions and from standard setting institutions, such
as the National Institutes of Standards and Technology of the Department of Commerce. The National Commission on Forensic Science of the National Institute of Standards and Technology in its report “Testimony Using the Term ‘Reasonable Degree of Scientific Certainty’” acknowledges that “The legal community should recognize that medical professionals and other scientists do not routinely use ‘to a reasonable degree of scientific certainty’ when expressing conclusions outside of the courts. Such terms have no scientific meaning and may mislead factfinders [jurors or judges] when deciding whether guilt has been proved beyond a reasonable doubt.” The NIST report concludes, “the term ‘reasonable degree of scientific [or discipline] certainty’ has no place in the judicial process.”

iii. There is no disclosure of the methodologies and data used in this report.

27. Mr. Braynard does not disclose sampling methodologies, sample sizes, questionnaires, or response and breakoff rates. Mr. Braynard states that he conducted “randomized” surveys, but the topline tables appended to Dr. Briggs’ report indicate, in my professional assessment, that at the outset of the studies all people in the target population could have been included in the study and that no randomization in fact occurred. Mr. Braynard does not disclose the number of correctly matched phone numbers and the number of wrong numbers, though the toplines appended to Dr. Briggs report reveal some statistics related to wrong numbers and records for which no phone number was available.

28. Mr. Braynard does not disclose list matching methodologies used for matching the registration records to NCOA lists and voter files. It is my professional experience, based on my own research and that of other scholars in my fields of study, that many of the algorithms
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commonly used for list matching are highly susceptible to errors of omission from the lists (false
negatives) and errors of inclusion of people who should not have been considered matches (false
positives). It is standard for scientific research using list matching and record linkage to provide
detailed information about the matching algorithms and to include measures of the accuracy of the
algorithms used.\(^3\) No indicators of accuracy of matching methods, such as false positives and false
negatives, are included in Mr. Braynard’s report.

29. The lack of transparency in Mr. Braynard’s report violates basic standards for scientific
evidence. The report does not disclose the basic features of the survey, including the survey
selection and contact procedures, the questionnaire design, and contact, response, and breakoff
rates. This violates accepted rules of scientific evidence in academic survey research and the Code
of Professional Ethics and Practices of the American Association of Public Opinion Researchers
(AAPOR). Journals such as Public Opinion Quarterly, which is the flagship journal of AAPOR,
require reporting of such information as a condition for publication of scientifically sound survey
research.\(^4\) Mr. Braynard’s description of the research conducted is not up to the scientific
standards of fields in which I have published or serve in an editorial capacity.

**B. Errors in record keeping can readily explain all six claims made in this study.**

30. Past academic research on the accuracy of information on voter files nationwide has
found small rates of errors, on the order of 1 to 4 percent, in various fields on voter files, including
whether someone voted and how they voted. Specifically, past research that I have conducted has
found that nationwide the record of whether an individual voted is incorrect 2 percent of the time.


\(^4\) American Association for Public Opinion Research, Disclosure Standards, https://www.aapor.org/Standards-
These errors are omissions (neglecting to record that someone voted) and typos.\textsuperscript{5} The state of Georgia has over 7.2 million registration records. An error of 2 percent would correspond to 144,000 incorrect recordings of whether an individual voted. That number far exceeds the magnitudes of the estimates that Mr. Braynard offers.

31. Clerical errors in voter files make it difficult to conduct surveys based on these files to determine whether or how an individual registrant or survey respondent voted. Research by Matthew Berent and Jon Krosnick finds that such record keeping errors create errors in surveys that are linked to voter files, such as the surveys conducted by Mr. Braynard, and make problematic any attempts to draw inferences about whether a particular individual did or did not in fact vote.\textsuperscript{6} These clerical errors result in discrepancies between votes counted according to the voter registration rolls and votes counted in the official certification.\textsuperscript{7} Record keeping errors and inconsistencies are sufficient to account for Claims (1), (2), and (3) in Mr. Braynard’s report.

32. Clerical error and inconsistencies in fields such as name, address, and date of birth can create errors in attempts to link records across different lists, such as a voter file to NCOA or across different states’ voter files. Specifically, typographical errors, variations in names, and omitted information can lead to incorrect matches of voter registration records to commercial phone lists, National Change of Address lists, and official government lists (including other states’ registration lists). Both false positives (matches that should not have occurred) and false negatives (matches that did not occur but should have) arise. The quality of such matches is highly dependent


\textsuperscript{7} Ansolabehere & Hersh, op. cit., page 16.
on the algorithms used. Based on past research on the accuracy of voter files, the number of clerical errors on statewide voter files across the nation is sufficiently high as to plausibly be larger than any of the numbers presented in Mr. Braynard’s report.

33. It is unclear from Mr. Braynard’s report what efforts he made, if any, to verify the correctness of the information on the voter registration lists. Also, it is unclear what effort was made to make sure that the algorithms used had very low rates of false positive and false negative matches and were robust to the sorts of errors and inconsistencies encountered on registration and commercial lists. None of the algorithms for matching phone numbers to registration records or for matching registered voters to Georgia to NCOA or other states’ registration lists are disclosed.

C. The survey reported in the study is not of sufficient quality to support the claims made.

34. Mr. Braynard relies on a phone survey of people linked to registration records to assert Claim (1) and Claim (2). The survey has a very high non-response rate which makes inferences suspect. Claim (3) is evidently based on a second survey. Sample design problems, such errors linking of commercial lists with phone numbers to voter registration lists, high rates of non-response, and flaws in the questionnaires used, can easily account for the observed results.

35. Some information about the survey used to support Claim (1) and Claim (2) is disclosed in the report of Dr. William Briggs. Matthew Braynard did not disclose this information in this case. Examination of that data revealed fatal flaws in the design of the survey that render it useless for reaching conclusions about Claim (1) and Claim (2).

i. The surveys used to support Claims 1, 2, and 3 have high non-response rates.

36. The Braynard report does not present a response rate, which violates accepted rules of scientific evidence in academic survey research. The American Association of Public Opinion Researchers (AAPOR) sets standards for reporting of response rates for surveys. Journals such as Public Opinion Quarterly and the American Journal of Political Science require reporting of response rates to surveys for all published papers. Surveys with very low response rates, below 5 percent, are never accepted in scientific journals.

37. According to the information in the Briggs Report, the response rate to Mr. Braynard’s Georgia survey is approximately one half of one percent—four times lower than the response rate of the survey rejected by the court in *Texas v. Holder*. That is, 99.5 percent of all people that Matthew Braynard’s firm sought to contact either could not be contacted, did not respond to the survey calls, or refused to participate in the survey. The survey originally targeted the entire set of 138,029 absentee ballots than had not been returned. The appendix to William Briggs survey shows that the firm was able to obtain potentially-correct phone numbers for 34,355 people. Attempts to contact these people winnowed the set of respondents to 1,175 people (those who answered Question 1 of the survey, which ascertains who the person is.) Just 964 people were asked Question 2 of the survey, which is whether the person requested an absentee ballot. Of these people, 128 hung up or refused to answer, reducing the number of respondents to 736. That is only 736 people responded to the survey out of the original 138,029 that the firm sought to interview. Table 1 summarizes the number of people sought in the survey, the number of match phone numbers, the number of Completes, and the number of people responding to Questions 1, 2 and 5 (the final question of the survey).
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38. The response rate is not reported for the second survey, used in making Claim 3. Based on figures in Mr. Braynard’s report, I calculate the response rate to be 1.7 percent, which is again unacceptably low.

39. In my work as an expert witness for the Department of Justice, it is my experience that surveys similar to this one with response rates of 2 percent (higher than the surveys here) are not acceptable as evidence because of potential biases due to the unrepresentativeness of the respondents who do answer the surveys. Specifically, in Texas v. Holder, Professor Daron Shaw offered evidence based on phone surveys of registration lists. These surveys had very low response rates of 2 percent, and the court rejected the data because of serious questions about accuracy and reliability of surveys with very low response rates. See Texas v. Holder, 888 F. Supp. 2d 113, 131 (D.D.C. 2012), vacated and remanded, 570 U.S. 928, 133 S. Ct. 2886, 186 L. Ed. 2d 930 (2013).

40. In my experience as a researcher and journal editor, survey data with such a low response rate are generally not accepted in academic research, as the potential non-response bias errors are substantial. Researchers sometimes do use data with very low response rates, but only upon affirmatively demonstrating that the data are representative of the population being studied or upon correcting for potential non-response bias. Mr. Braynard’s report does neither—it makes no attempt to show that the 736 people in Georgia who the survey ultimately asked whether they returned their absentee ballots are representative of the 138,029 that the researchers originally sought to interview, and it makes no attempt to correct for potential non-response bias.

41. Mr. Braynard presents survey data with unacceptably high rates of non-response. He offers no accounting of or explanation for this very low response rate, but instead without explanation treats the one half of one percent who did respond as if they were representative of the 99.5 percent of people who did not respond. This fails to meet standards of scientific research.
ii. Registration-Based samples typically have many incorrect matches to phone numbers, and these can explain the findings.

42. The surveys used in this report to support Claim 1, 2, and 3 are based on an attempt to match phone numbers to records on the voter files.

43. There is no information reported on the methodology for matching phone numbers to voter files. Specifically, there is no information on the specific algorithm used for matching phone numbers to voter records and its accuracy. There is no report of the rate of successful matches, erroneous matches (both false positives and false negatives), and non-matches, or of the rate of obsolete and wrong numbers on the voter file. It is standard in academic research using registration-based sampling to report such information in connection with registration-based sample surveys. Transparency in reporting algorithm is part of the scientific practice because some algorithms are known to be more accurate than others, and because reporting such information allows for replication of research. I have published on this list matching and voter validation in academic journals, and journals expect publication information on rates of successful matches and erroneous matches when publishing scientific research on this topic. I served as an expert for the Department of Justice in two cases (Texas v. Holder and United States v. Texas) involving matching voter registration lists to other records, and information on correct and incorrect matches was expected as part of the disclosure in those cases.

44. Prior research has documented that there are substantial errors matching phone numbers to voter files. Professors Donald Green and Alan Gerber have documented that a third of records on voter files have no phone number; approximately 10 percent of numbers on voter
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files are incorrect. Studies conducted by the Pew Research Center on Methodology have found that in conducting surveys in which phone numbers are matched to voter registration lists that 40 percent of cell phone and 70 percent of landline respondents are not the correct person.

45. Table 1 provides evidence of a high level of incorrect phone numbers in the survey relied on by Mr. Braynard. First, of the 15,719 Completes, 4,902 (32.3 percent) are flagged for wrong numbers and language. That indicates a high rate of mismatches even among the phone numbers that were matched. Second, of the 1,175 responses to Question 1, 255 (21.7 percent) could not be verified to be the Target of the survey.

46. Errors of that magnitude in matching phone numbers to voter files and in existing phone numbers on voter files can easily explain the estimates provided in the report. For example, using the figures from the Pew Study cited in paragraph 43, if 40 percent of the 1,170 people who actually answered Mr. Braynard’s survey were the wrong person then the study would have started with 470 wrong people interviewed. That number far exceeds the number who answered No to Question 2 or Yes to Question 3. The magnitudes of other potential errors, such as wrong phone numbers on registration lists or list matching errors, are also of sufficient magnitude to account for Claims (1), (2), and (3).

iii. The data for Claims 1 and 2 include people who should not have been interviewed.

47. Mr. Braynard states that his staff first determined that the person was the correct person, and then asked of that person whether they requested an absentee ballot. (See page 6 of
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his report.) The toplines reported in the appendix to the report of William Briggs reveal that this is not the protocol of the survey.

48. According to the toplines, Question 1 asks “May I please speak to <lead on the screen>?”. Lead on the screen is the name of the registered voter. 767 cases were recorded as “Reached Target [Go to Q2].” 255 cases were recorded as blank, but the instructions also state “[Go to Q2]”. Responses to the same survey conducted in other states indicate that these 255 people were of “uncertain” status. They may or may not have been the correct person. Nonetheless, they were kept in the pool. As a consequence, 25 percent of the people interviewed in the survey did not affirmatively state that they were in fact the person that the interviewer wished to speak to.

49. Question 2 asks “Did you request an absentee ballot?” 591 people said yes. 128 people said no. In his analysis, Mr. Braynard also includes as yes the 39 people are listed as “member confirmed ‘Yes’”, and the 14 respondents listed as “member confirmed ‘No’” as no. It is my understanding from the topline reports for other states appended to Dr. Briggs’ report that these are family members who were interviewed, and not the actual registrant. The 255 people who were not the “Reached Target” according to Q1 is larger than the number of people who said they did not request an absentee ballot on Q2 (128) or the number of people and their family members who indicated that they did not request a ballot (142). As a result, the entire result of this survey can be explained by improper inclusion of 255 people who were not the Target of the survey in the pool of respondents to Question 2 and Question 3.

50. Responses to Question 2 indicate that family members are interviewed and treated as valid and reliable responses for a given voter. That contradicts the description of the survey as interviews of the specific people on the voter files who requested absentee ballots.
51. In addition to the branching error from Question 1 to Question 2, there is also a branching error from Question 2 to Question 3. Question 3 includes people who said that they were Uncertain as to whether they requested an absentee ballot.

52. This branching error is a fatal error in the design of the survey. It means that the pool of respondents has people in it who were not in fact part of the target population. The survey allowed people who were not supposed to be asked Question 2 to nonetheless be asked Question 2. These are critical errors in survey design. They mean that the set of people who responded to the survey and were asked Questions 2 and 3 included people should not have been asked Questions 2 and 3. On its face, the respondents who answered Questions 2 and 3 are not an accurate representation of those people in the small set of people who responded to the survey who should have been interviewed.

iv. There are inconsistencies in the accounting of the number of cases across Questions in the survey used for Claims 1 and 2.

53. There are unexplained missing cases running throughout the topline tables for this survey. Table 2 presents the Toplines for the questions as reported in Dr. Briggs’ report. From Table 1 we can calculate the number of people eligible for Question 1, these are “Complete” cases that are coded as Q5=1 or 2 or Early Hangup/Refused. There are 1,700 cases. Table 2 shows that 1,175 respondents made it to Question 1 in the survey. Hence, 525 respondents are not included in the total number of responses to Question 1.

54. The total number of responses to Question 1 that are assigned to Question 2 is 1,022. That is the number of people listed as “[Go to Q2]” or as “[Go to Q2].” Of the original, 58 (5.7% of those assigned to Q2) are unaccounted for.

54. The total number of responses to Question 2 that are assigned to Question 3 is 670. That is the number of people listed as “Yes [Go to Q3]” or as “Member confirmed “Yes” [Go to
Q3]” or as “5. Unsure [Go to 3].” Of the 670 respondents assigned to Q3, only 623 are accounted for, a slippage of 47 cases (or 7%).

55. In my professional judgment as a survey researcher, such discrepancies in the accounting of cases are flags for failures in quality control. A total of 105 cases are not accounted for in the jumps from Question 1 to Question 2 and from Question 2 to Question 3. Another 525 are not accounted for in the launching of Question 1. Combined, 630 cases are lost in the toplines. These unaccounted-for cases are on top of the people who refused or hung up. That is a considerable number of unaccounted cases, given that Claims 1 and Claims 2 are based are only 142 and 257 survey respondents.

56. I checked the topline tables for the survey data that Dr. Briggs appended to his report and that Dr. Briggs attributes to Mr. Braynard. Other states show inconsistencies and data errors. For example, for the state of Wisconsin, the Sum of Respondents for Question 1 is less than the sum of cases. There are more cases for assigned to Question 2 than answer Question 2 in some states. In other states there are fewer cases assigned to Question 2 than answer Question 2. The integrity checks in these other states lead me to believe that the inconsistencies in the Georgia data are systematic and widespread in these data.

57. In my experience, when such discrepancies arise during routine integrity checks, they are either spreadsheet errors or programming logic errors in the survey system (i.e., the logic that assigns individuals to questions). That these errors appear in the toplines indicates that there was not a high level of scrutiny into the quality or integrity of the survey data produced in this study.

58. Based on this assessment, I have no confidence that the data in the survey used to study Claims 1 and 2 are correct. Basic integrity checks for the data evidently were not performed or reported. This creates doubt about the survey data for Claim 3, as well.
v. The survey does not ascertain Rollover Absentee Voters or disambiguate Rollover Absentee Voters from Other Absentee Voters.

59. Question 2 is not sufficiently clear and specific regarding the meaning of “request an absentee ballot.” The survey does not ascertain whether respondents are rollover absentee voters or have a designated person who may request a ballot on their behalf. Georgia allows voters who are over 65 or incapacitated to receive an absentee ballot automatically without requesting one, so long as they sign up for that service each year. These are called rollover absentee voters because their absentee status rolls over from one election to the next in a given year, such as from the primary to the general election. They do not have to make a request for an absentee to be sent to them for a specific election.

60. There were approximately 582,000 “rollover” ballots in Georgia in the November 3, 2020, general election.¹⁴

61. The substantial number of rollover absentee voters in Georgia creates ambiguity in the interpretation of the Question 2 of the survey and the meaning of Claim 1. Some permanent absentee voters may answer “yes” because they registered for permanent absentee status, while others may say no because they do not need to request a ballot before each election to receive one. The ambiguity of Question 2, and the failure to disambiguate permanent absentee voters from other absentee voters in the responses, introduces measurement error in the survey. Additional survey questions would be required to distinguish different types of absentee voters. Without disambiguating the voters, the survey data cannot be used to draw the conclusion that some survey respondents received an absentee ballot in error, or that they received an absentee ballot without requesting one because that is their absentee status.

vi. The survey cannot determine whether the respondent properly mailed a ballot to the election office.

62. Claim 2 holds that 33.29 percent of the 138,029 people who requested an absentee ballot mailed one to the election office.

63. This is based on an extrapolation from 257 responses to Question 3. As already described, the survey has an unacceptably low response rate, a flawed questionnaire design, and accounting inconsistencies. Moreover, Question 3 is inadequate to measure whether the election office should have recorded a mailed ballot as received.

64. It is my experience working with election administrators and researching election administration as part of the Caltech/MIT Voting Technology Project that many absentee ballots are not recorded or counted because they are not received on time or are not properly prepared and submitted. Late absentees are not accepted, and they are usually not recorded in the tally of ballots received. Ballots that are spoiled, unsigned or in the incorrect envelopes or rejected for some other reason are not counted. The fact that there is no record of a vote or of a received absentee ballot is not necessarily evidence of an error in the handling of the ballot. Instead it may be evidence of correct treatment of ballots by the election officials in accordance with state laws.

65. According to figures reported by the county election offices in the State of Georgia to the Election Assistance Commission, there were 3,525 late absentee ballots and 36,255 unaccounted absentee ballots in Georgia in 2018. In addition, there were 7,512 rejected absentees and 2,322 undeliverable absentees in the State in 2018. These figures far exceed the total number of survey responses.

66. Question 3 does not ascertain when the ballot was sent, whether it was signed, and other factors that would affect whether it was received on time (and thus recorded) or was in fact a valid ballot. Without accounting for those variables, the conclusion based on the data from Question 3 is unreliable.

vii. Question 3, which asks whether the respondent mailed the ballot, is subject to social desirability bias and memory errors.

67. Question 3 asks people whether they voted. Specifically, it asks people who said that they requested an absentee ballot whether they returned an absentee ballot, that is, whether they voted that ballot.

68. It has long been understood in political science that respondents to surveys overreport voting in elections. The most commonly identified sorts of biases are memory errors and social desirability bias in questions asking people whether they voted.\(^\text{16}\) In the context of this survey such biases would lead to overstatement of Yes responses to Question 3. Mr. Braynard’s report gives no indication that he attempted to account or correct for these biases.

D. The list matching methodology that links registration records to NCOA and to other states’ voter databases likely has sufficient errors to account for Claims 3, 4, and 6.

69. Claims 3, 4, and 6 rely on data derived from matching voter registration records to NCOA files or to other states voter files.

70. The exact methods used for matching the state’s voter files to the NCOA list and to other states’ voter files are not described. The lack of transparency in reporting the specific fields for matching and the algorithms used violates academic standards in this field. Exhibit 2 of

Matthew Braynard’s report does mention use of complete date of birth, but no other fields are mentioned for list matching. It is standard scientific practice to report algorithms used, match rates, non-match rates, rates of false positives and false negatives, and sensitivity analyses in scientific reports and articles using matching and record linkage.\textsuperscript{17} Without such information it is impossible to evaluate the reliability of methods used. No such information is reported here.

71. Recent academic research on attempts to match voter registration records to other state’s voter files or to national lists, such as NCOA has shown that this task can be prone to high rates of error. Crosscheck, a collaboration of 28 states, matches people across states based on first name, last name, and date of birth. This approach has been determined to be unreliable because it yields a very high number of incorrect matches. One study found that Crosscheck’s methodology identified almost 3 million “matching individuals who voted twice nationwide.” All but 600 of these records were deemed to be false positives, in which the method says two people are the same but in fact they are not. For those 600 other cases, it could not be determined whether they were or were not the same individual.\textsuperscript{18} The Crosscheck experience suggests that it is quite easy to link records incorrectly when matching voter files to national lists (such as NCOA) or other states’ registration databases. This example underscores the need to disclose algorithms and provide evidence that there are no large numbers of false positives and false negatives. Matching on name and date of birth, as was done using Crosscheck, will likely produce huge numbers of false positives.

E. Claim 5 argues that 1,034 individuals disguised their addresses.


Voter registration forms for the State of Georgia allow for separate residential and mailing addresses. The form provides a space for apartment numbers but not PO Boxes in mailing addresses. In my experience working with state databases and performing record linkage, it is entirely plausible that individuals put PO Box numbers in this blank because the form does not provide a specific space for that information in mailing addresses.

The list of records appended to Mr. Braynard’s report in Exhibit 3 does not specify whether the address listed is the residential address or the mailing address of the individual.

It is unclear who these individuals are and why they might use a PO Box address. These may, for example, be homeless sex offenders or domestic abuse victims. In my experience working with election administrators through the Caltech/MIT Voting Technology Project I have learned that many jurisdictions across the United States are not allowed to enforce address rules for voter registration in special circumstances. I do not know the degree to which Georgia election administration procedures are flexible about address fields, but certainly the information provided in Mr. Braynard’s report does not determine whether these might be such circumstances.

There is no description of the procedures used in making this list, especially what fields are used. No program or code was appended to the report or included, so it is impossible to verify if the analysis was done correctly.

F. Summary

None of the six claims made in Matthew Braynard’s report reach acceptable standards of scientific research. There is a lack of transparency in reporting the survey, matching, and coding methods, and errors in matching could completely account for any reported numbers or claims. There are demonstrable and fatal flaws in the survey research, especially unacceptable response rates, branching errors and data inconsistencies.
77. The design of the studies does not test for the obvious explanations of any findings. The ballots that were received and not requested could be the result of nothing more than the 500,000 rollover absentee voters in the state, who receive ballots without requesting them. The surveys did not explore this very likely explanation. Many or all of the “unreturned” ballots are likely late ballots or respondents saying they voted when in fact they had not.

78. None of the estimates offered as support of the five claims are presented with appropriate measures of statistical certainty or inferences. Instead, Mr. Braynard prefaces each claim with the phrase “to a reasonable degree of scientific certainty,” a phrase that has no scientific meaning and that the National Institutes of Standards and Technology and the Attorney General of the United States has warned experts not to use.19 There is no scientific basis offered for the conclusions reached.

---

# APPENDIX A

## TABLES

**Table 1. Phone Survey Targets, Attempts and Completes**

<table>
<thead>
<tr>
<th></th>
<th>Number of Cases</th>
<th>Percent of Targets for Survey Remaining in the Survey Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>People the Survey Sought to Reach (all Unreturned Ballots) [Targets for Survey]</td>
<td>138,029</td>
<td>100%</td>
</tr>
<tr>
<td>List Penetration</td>
<td>No number reported</td>
<td>58.45%</td>
</tr>
<tr>
<td>Data Loads (Phone Numbers Loaded into the Survey System)</td>
<td>34,355</td>
<td>24.89%</td>
</tr>
<tr>
<td>“Completes”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wrong Numbers/Language</td>
<td>4,902</td>
<td></td>
</tr>
<tr>
<td>Answering Machines</td>
<td>13,479</td>
<td></td>
</tr>
<tr>
<td>Early Hang Up/Refused</td>
<td>1,516</td>
<td></td>
</tr>
<tr>
<td>Q5= 01 or 02</td>
<td>184</td>
<td></td>
</tr>
<tr>
<td>Subtotal: “Completes”</td>
<td>15179</td>
<td>11.00%</td>
</tr>
<tr>
<td>Completes Eligible for Survey (Q5 or Early Hang Up/Refused)</td>
<td>1,700</td>
<td>1.23%</td>
</tr>
<tr>
<td>Asked Q1</td>
<td>1,175</td>
<td>0.85%</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>Completed Q1 (not Refused or</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hangup to Q1)</td>
<td>1,022</td>
<td>0.74%</td>
</tr>
<tr>
<td>Offered a Response to Q2</td>
<td>736</td>
<td>0.53%</td>
</tr>
<tr>
<td>(without hanging up or refusing)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed Entire Survey (Q5)</td>
<td>185</td>
<td>0.13%</td>
</tr>
</tbody>
</table>

Source: William Briggs Report; Briggs states that Matthew Braynard provided him these data.

Table 2. Toplines for the Georgia Survey conducted by Mr. Matthew Braynard as reported in the report of Dr. William Briggs

<table>
<thead>
<tr>
<th>Q1 – May I Please Speak to &lt;lead on screen&gt;?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reached Target  [Go to Q2]</td>
</tr>
<tr>
<td>[Go to Q2]*</td>
</tr>
<tr>
<td>X = Refused &lt;Go to CLOSE A&gt;</td>
</tr>
<tr>
<td>Q= Hangup &lt;Go to CLOSE A&gt;</td>
</tr>
</tbody>
</table>

| Sum of All Responses                     | 1,175 |

* Note: Toplines for other states in Briggs’ report list the second response category as “Uncertain.”

Q2 – Did you request an absentee ballot?
<table>
<thead>
<tr>
<th>Response</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes [Go to Q3]</td>
<td>591</td>
</tr>
<tr>
<td>No [Go to Q4]</td>
<td>128</td>
</tr>
<tr>
<td>Member confirmed “Yes” [Go to*]</td>
<td>39</td>
</tr>
<tr>
<td>Member confirmed “No” [Go to 4*]</td>
<td>14</td>
</tr>
<tr>
<td>.Unsure [Go to 3]</td>
<td>40</td>
</tr>
<tr>
<td>Moment. [Go to Close A]</td>
<td>82</td>
</tr>
<tr>
<td>X = Refused &lt;Go to CLOSE A&gt;</td>
<td>70</td>
</tr>
<tr>
<td>Q= Hangup &lt;Go to CLOSE A&gt;</td>
<td>58</td>
</tr>
</tbody>
</table>

**Sum of All Responses** 964

*Note: Toplines for Wisconsin in Briggs’ report describe these as “per Spouse/family Member.”*

---

Q3 – Did you mail back that ballot?

<table>
<thead>
<tr>
<th>Response</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes [Go to Q4]</td>
<td>240</td>
</tr>
<tr>
<td>No [Go to Close A]</td>
<td>317</td>
</tr>
<tr>
<td>Member confirmed “Yes” [Go to*]</td>
<td>17</td>
</tr>
<tr>
<td>Member confirmed “No” [Go to Close A]*</td>
<td>9</td>
</tr>
<tr>
<td>.Unsure [Go to Close A]</td>
<td>24</td>
</tr>
<tr>
<td>Moment. [Go to Close A]</td>
<td>11</td>
</tr>
<tr>
<td>Response</td>
<td>Count</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>X = Refused &lt;Go to CLOSE A&gt;</td>
<td>5</td>
</tr>
<tr>
<td>Q= Hangup &lt;Go to CLOSE A&gt;</td>
<td>7</td>
</tr>
<tr>
<td>Sum of All Responses</td>
<td>623</td>
</tr>
</tbody>
</table>

*Note: Toplines for Wisconsin in Briggs’ report describe these as “per Spouse/family Member.”*
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